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Goals
Develop a unified tool for
PCTL, CSL, PRCTL and CSRL
Improve and extend ETMCC v1.0

Use efficient data structures
Use improved algorithms for CSL

Steady state detection
Faster until operators
Faster BSCCs search
etc. ;
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Data structures and Algorithms
Data structures:

Collapse                      states
Bisimulation minimization
On the fly steady state detection

Unbounded until (CSL)
Bounded until (CSL)
Direct search only for required BSCCs

Algorithms:
Predecessor sets
Linear memory allocation
Fast Matrix Vector multiplication
Sparse Matrix special representation

ϕφϕ ¬∧¬&
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Data Structure
Make states absorbing
Compute Uniformized DTMC from CTMC
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Fast M*v and v*M multiplication
Linear memory representation,
Multiply only certain – valid elements,
Rely on the matrix row elements ordering,
Multiply v*M by row; 1 row 3 row2 row
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Re-sorting the matrix
Speed up matrix vector multiplication in iterative 

methods for steady state operator (BSCC) and 
making states absorbing.

1 row 2 row 3 row 4 row

0.5 0.2 0.8 0.25 0.75 0.1 0.8 0.10.5 nnzM =

2 row 4 row

0.2 0.8 0.1 0.8 0.1M  =
1 row 3 row

Ms = 0.5 0.5 0.25 0.75
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Searching for BSCCs, ( )FS p<

Based on the Tarjan’s algorithm for searching MSCCs:
Search for BSCC, not MSCC
Find BSCCs for Set(F) states
If                                                       => stop

The complexity remains O(N+M)
( ) MSCCtoxfrompathFSetx ∃∧∈
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Steady state detection

Steady state

Detect steady state
Check sequence convergence

Check final convergence
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Unbounded until

0 1\ ( )S U UU

Unbounded Until
U0= no path through Φ-states exists to a Ψ-state
U1= Prob. Measure to reach Ψ-state through Φ-states is 1

Then  Prob(s, Φ U Ψ) is:
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Bounded until (CSL)

Bounded Until can be computed as:
The solution:
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PRCTL logic

( )ΦpL<
( )ΦΦ N

Jp UP<

( )ΦΕn
J

Syntax: 
( ) ( )

( ) ( ) ( ) ( )ΦΦΦΕΦΕ

ΦΦΦΦ¬Φ∧Φ∈=Φ
n

J
n
JJ
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- Long-run probability meets probability bound

- Path-probability operator for until formula

- Expected reward rate at n-th transition 
for phi-states meets reward bound
- Long-run expected reward rate for phi-
states meets reward bound
- Instantaneous reward rate in phi-states 
meets the reward bound
- Expected accumulated reward until the 
n-th transition meets the reward bound

Semantics: 

( )ΦΕ J

( )Φn
JC

( )Φn
JY
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PRCTL model checking
All formulas have been implemented

Slight modifications: Until formula (Path Graph)

Rewards

…
Tuples (s,p)

Tuples (s,p)

states

…
Tuples (r,p)

Tuples (r,p)

[Andova et al. 2003] [new implementation]

Better access to the rate matrix
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ETMCC v2.0 vs. v1.0
Matrix vector multiplication: [ ]623554,4374∈NNE
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ETMCC v2.0 vs. v1.0
( )minimumUtt !15

1.0
≤

<Ρ

http://www.cs.bham.ac.uk/dxp/prism/cluster.html

The Cluster Computing example



1/20/2005 Formal Methods and Tools Group, 
Twente, 2005

18

ETMCC v2.0 vs. v1.0
( )minimumS !05.0<The Cluster Computing example
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ETMCC v2.0 vs. v1.0
The Cluster Computing example, space usage
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Krylov Subspaces

[ ]( ) [ ] [ ]( )s
ttM atstss ′′

∨¬∨¬ ◊=′′ ,M ,Prob,, ϕφϕφπ

Solution of the linear differential equation
Typical approach – Uniformisation

Makes elements positive
For                 Krylov-based algorithms work better
[R. Sidje]. 

Compute                     at once
Map w(t) onto a much smaller subspace

500>tλ

( ) [ ] vetw Mt ⋅= ∨¬⋅ ϕφ

[ ] ve Mt ⋅∨¬⋅ ϕφ
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The                    estimate( )ϕφ t
pU ≤

><Prob

In DTMC consider only some paths to     .
Get                           estimate.

Idea 1: ϕ
ϕϕ iPMin kk ⋅≤

In DTMC compute                   ,
then                                   .

kMin ϕφ ¬∧¬Idea 2:
kk MinMax ϕφϕ ¬∧¬−=1

Idea 3: The estimates for CTMC are now obtained
with the formula:
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Example for the                    estimate ( )ϕφ t
pU ≤

><Prob
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Conclusions

Support PCTL, CSL, PRCTL logics

The implementation is faster

Ongoing work:
Incorporate CSRL logic
Collapse                    states
Involve bisimulation minimization
Further v*M, M*v improvement

ϕφ ∨¬
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Any further wishes?

Link to BDD implementation?

Graphic User Interface?

etc.
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